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Abstract 

The problem of UAV control along a predefined trajectory is a well know problem and there are several methods 
that could accomplish this task. However, adding final conditions that the UAV have to meet at the end of the 
trajectory makes this problem more difficult. In this article, the authors present a fuzzy based method that is not time 
consuming and can solve this problem.  

The algorithm for flying at low altitudes are aimed to ensure the maximum safety of the flight by considering only 
the acceleration values that are possible to achieve by the object. In particular, the article presents: flight trajectory 
over mountainous terrain, the structure of altitude control system, the structure of normal acceleration control system, 
exemplary calculations and an object with velocity equals, membership functions of angle of attack, solutions' 
illustration, flight path angle and pitch angle along the trajectory, the demanded and actual normal acceleration 
along the trajectory and flying object trajectory.  
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1. Introduction

The control of a flying object in different phases of flight and while flying over a mountainous
terrain can be performed using different algorithms. The choice of algorithms depends on the type 
of task and its assumptions. Algorithms that use static optimization methods, variational methods 
or Bellman method usually require long execution time, especially when then final conditions 
imposed on the trajectory are defined. In the process of flying object control over a mountainous 
terrain it is demand to perform flight along the previously developed trajectory. This trajectory is 
generated by the pilot (pilot's assistant) of the manned aerial vehicle or the operator of the 
unmanned system in the Ground Control Station considering several aspects: 
− constant flight altitude over the terrain, 
− performing a flight along initially defined trajectory, 
− performing a flight taking into consideration the following constraints: height above the terrain 

must be bigger than ∆Hmin = z0 , and the flight path γ(x) є [ γTerenu min , γTerenu max]. 
Such a flight, as mentioned in [4], could be performed using various algorithms. Some of them 

are: 
− classical algorithms of continuous minimization of the distance error from the trajectory or to 

minimize the sum of squared distances in the selected points of the trajectory, 
− algorithm generated by the LQR method, 
− Bellman discrete method, 
− fuzzy algorithm [5]. 

Choosing the best control algorithm [1, 2, 4], especially when it is required to achieve defined 
final conditions at tk, led the authors to develop algorithms that allow an effective estimation of 
control signals along the trajectory. This article presents the last two methods that are adapted to 
control the object while flying over mountainous terrain with a given final condition at the final 
time tk (Fig. 1). 
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The control of various objects (such as aircrafts with classical control system, unmanned air 
vehicles) typically uses two control variables: altitude h(t) and normal acceleration az(t). The 
difference is only in the different system structure (Fig. 2 and 3). In this article, the scheme shown 
in Fig. 3 will be used. 
 

 
Fig. 1. Flight trajectory over mountainous terrain 

 

 
Fig. 2. The structure of altitude control system 

 

 
Fig. 3. The structure of normal acceleration control system 

 
2. Discrete Bellman method based algorithm 
 

Let the longitudinal motion of the flying object be described by the following equations: 

x(t) = f ( x(t), az(t), t ), 

 x(t) = [ u(t), w(t), q(t), ϴ(t) ]T, (1) 
where: 
u (t) – is the change in horizontal velocity, 
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w (t) – is the change in vertical velocity, 
q (t) – is the change in pitch angular velocity, 
Θ (t) – is the change in pitch angle, 
with the final condition: 

 x(tk) = xk. (2) 

Terrain configuration given as a numerical terrain model or as a set of height values along the 
flight path xE in an inertial coordinate system could be defined as z(l(t)), 

where: ( ) ( )∫=
Kt

t

dttutl
0

; 

U (t) is the flight velocity. 
The most rational criterion function could be defined as following: 

 
( )

( )( ) ( )( )[ ]∫ γ−Γ=
∆∈δ

dttltlmin 2

tH

J , (3) 

with the constraint: 

 h(t) ≥ z(l(t) + z0 (4) 

where: 
l (t) – x-axis coordinate in the inertial coordinate system, 
z (l (t))  – terrain elevation along the x-axis, 
z0 – minimal height margin over terrain, 
Γ – terrain slope along the x-axis, 
γ (t)  – flight path angle, 
h (t)  – x-axis coordinate of the centre of gravity in the inertial coordinate system  

Using Bellman's theorem [6] criterion function on the last trajectory stage l(t), i.e. [l(tk-1), l(tk)]  
is equal to: 

 ( ) ( )( ) ( )( )[ ] 2
1K1KHlK tltl

1K −−− γ−Γ=δ
−

J , (5) 

and reaches a minimum for az(tK-1) those correspondents to 1−HKδ . In general, for the whole 
trajectory l(t), t є ( t0, tK), we have 2K equations obtained from the condition of: 
− criterion function minimization: 

 ( )( ) ( )( )[ ]∑
−

=
γ−Γ=

1K

0k

2
kk tltlJ , (6) 

thus: 
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, (7) 

− Linearization of the state equation (1) to the form of: 

 ( ) ( )( ) kkkkk1k tt,t,tf ∆⋅+=+ uxxx , (8) 

where:  
kt∆  – time of flight from the tk to tk+1 with velocity equals to Uk. 

This problem is usually solved making some simplifications resulting from the linearization of the 
equation (1) for a determined flight velocity U0 and a constant average of height H0.  

, 

. 
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3. Bellman method based fuzzy algorithm 
 

Procedure given in section 2 gives good results, but requires complex calculations related to 
the problem of solving 2K equations for state variables at tk; k = 0,1, ... K-1, and controls at the 
same points of time. Another attempt to solve this problem, assuming that this problem is not 
deterministic, is to use fuzzy algorithm based on Bellman method. 
Like in the case of deterministic problem, we assume that the state of the object is given by 
a discrete equation: 

 ( )kk1k ,f uxx =+ , (9) 

where: 
x is the state space, x = {x1,…,xN}⊂ X, 
az is the controls space, az = {s1,…sM}⊂ zA  

Fuzzy state in k-stage is defined as a fuzzy set xk in X whose membership function is equal 
to ( )kk

xxµ . In the case of fuzzy control azk (vector azk was limited to a single scalar value az) will 

be determined in Az. Its membership function is equal to ( )kaz az
k

µ . The problem of flying along 
predefined trajectory from t0 to tK had been solved in [1]. 

In [1] the equations determining the change of flying object state variables were derived, 
respectively: 
− Flight path angle membership: 
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Whereas ),|( 11 kkk a
k

γγµγ ++
 presents flight path angle transformation matrix from kγ  to 1+kγ for 

a given pitch angle ik θθ =  and for given control value az. 
− The membership function of the pitch angle is equal to: 

 )],()([max)( 1θ*1 11 γθ γθµγµθµ
γγ +∈+ ++

∧= kkk kk
k

k
 (11) 

− Altitude membership function: 

 )],()([max)( 1Δh*1 11 γΔh γ∆µγµ∆µ
γγ +∈+ ++

∧= kkk hh
kk

kk
 (12) 

− Pitch rate membership function:  

 )],()([max)( 1q*1 11 θq θµθµµ
θθ +∈+ ++

∧= kkk qq
kk

k
k

. (13) 

When generating a transformation matrix it was assumed that the pitch rate is zero. This is true 
for the first stage where the object is in steady flight. However, for the n-stage trajectory the 
angular velocity at the beginning of each next stage is not necessarily equal to zero. Therefore, the 
following correction for the angular velocity was used:  

. 

. 
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 kk
kk tq

t
qq θ∆θ
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θθθ +⋅=→

−
=→= +

+
1

1
 , (14) 

assuming that for small distances x∆  the flight path is a line and the time in which the object 
perform this flight could be calculated from:  

 
γcos⋅

∆
=∆

Uo
xt , (15) 

where Uo – object velocity. 
Having kkk Hi, γΘ  it is easy to calculate their values in the next stage using the 

transformation matrices [1]. Whereas finding the value of γk and ϴk having the values of γk+1 and 
ϴk+1 with are no longer easy. This is due to the fact that the transformation matrix is singular. In 
this article, two possible algorithms will be presented: static optimization and algorithms that uses 
the properties of fuzzy logic. 
 
3.1. Static optimization method 
 

Let us consider a task formulated in the same way as (1) to (5). However, using the discrete 
Bellman approach it is enough to solve the inverse problem from stage (k + 1) to k, assuming that 
at each segment (k, k + 1) the following minimum is achieved: 

 ( ) ( )( ) ( )( ){ }kksm tltls
zm

γ−Γ=
∈A

J minmin ; m = 1,…M, (16) 

with the constraint: 

 ( ) ( )( ) 0kk ztlzth +≥ , (17) 

while as for tK we have  

 ( )( ) ( )KzK ttl γ=γ . (18) 

Finding ( )km ts  is difficult due to the fact that the function ( )msJ  do not have continuous first 

derivatives, and the estimation of the value ( )km ts  is realized for discrete values of sm adopted with 
a large discretization step in zA  (due to the rule base size constraint). From many methods of 
simple searching [3], good results were obtained by the authors by modifying the method of Hook 
and Jeeves. 

While maintaining the principle of movement in each stage: trial step and work step, we 
analyse the behaviour of the function ( )msJ  in a limited area of k∆Θ  and kγ∆  at stage k. 

The modification of the method at the work step will depend on taking into account the 
physical relationship that exists between Θ  and γ : 

 ( ) ( )kk tt Θχ=γ  (19) 

and considering the initial length of the step as τ , the values of the variables ( )1+Θ kt  and 

( )1+ktγ will be equal to: 

 ( ) ( ) ( )( )kzk1k tatt Jγ+ ∇τχ+γ=γ , (20) 

 ( ) ( ) ( )( )kzk1k tatt JΘ+ ∇τ+Θ=Θ . (21) 
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The process of searching starts from γ0 and θ0 for possibly large of τ values. As the values of 
( )msJ decrease, we decrease the value of βτ=τ . The values of ( )ktγ  and ( )ktΘ  that minimize (6) 

correspond to the discrete values of 
zms A∈ for which the rules base was built. 

Finding the value of ( )km ts  from a set of real numbers for which the condition (17) is achieved 
is possible only through approximation (usually a linear approximation) (Fig. 4): 

 ( ) ( ) ( )( )[ ]( ) ( ) ( )[ ]
( ) ( )[ ] 222

22222
2

mmkmk

mmkmk
L
mmkmk

mkm sss
ssssstlssts

γγ
γγγ

−
−+−Γ−

+=
J .  (22) 

 

 
Fig. 4. Choosing ms  at the time k 

 

An exemplary calculation using the inverse fuzzy algorithm is given in Tab. 1. 
 

Tab. 1. Exemplary calculations of kγ  for 1+kγ  and an object with velocity equals to 
s

m1000U0 = . 

Step 
Number kγ  kΘ  1k+γ  1k+Θ  J .10-4 

0 1.0000 3.0000 1.2221 2.5045 - 
1 1.2220 2.5165 1.3867 2.6754 - 
2 1.2121 2.5345 1.3790 2.6676 1.2013 
3 1.2021 2.5645 1.3722 2.6604 0.9808 
4 1.1921 2.5945 1.3656 2.6533 0.9397 
5 1.1821 2.6245 1.3588 2.6462 0.9685 
6 1.1721 2.6545 1.3521 2.6391 0.9530 
7 1.1621 2.6845 1.3453 2.6320 1.1125 
8 1.1521 2.7145 1.3386 2.6249 0.9530 
9 1.1421 2.7445 1.3310 2.6171 1.0960 

10 1.1321 2.7745 1.3251 2.6107 0.9565 
19 1.0421 2.9645 1.2579 2.5410 1.1866 
20 1.0321 2.9745 1.2495 2.5324 1.4285 
21 1.0222 2.9845 1.2412 2.5239 1.4625 
22 1.0121 2.9945 1.2328 2.5152 1.4112 
23 1.0021 3.0245 1.2244 2.5068 0.0200 
24 1.0011 3.0035 1.2234 2.5058 0.0185 
25 1.0001 3.0005 1.2223 2.5046 - 

The search procedure usually ends when the next (for example) three steps give a result of 
( ) ( ) 0, 001 ><−+ εεmjmj ss JJ , j – iteration step. 
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Using this method, one can made a modification taking into account the change in control on 
the last (n) segments, while maintaining the control from t0 to tK-n calculated using Bellman 
method from the beginning to the end. 

The results of control calculations 
zms A∈ , assuming a weighted criterion 

 [ ]∑
−

=

+Γ−=
1

0

2
2

2
k1 )()

K

k
zk aκγκmJ(s  (23) 

is given in [7]. 
 
3.2. Method for control estimation using the properties of fuzzy logic 
 

In this method, the relationship between the angle of attack αand the normal acceleration za  
was used. Each angle of attack value corresponds to specific normal acceleration 

zza A∈ . 

Knowing the desired pitch angle and flight path angle, we have 
α = θ - γ; α ∈ (αmin, αmax ) ⊂ X.  
 

 
Fig. 5. Membership functions of angle of attack α for 

zza A∈  

 
Between the minimum value and maximum value of the angle of attack, there is finite number 

of angles of attack. It would be impossible or at least very difficult it would be to consider all the 
possible values of this angle. Thus, only few reference normal acceleration values, which 
correspond to different ranges of angle of attack values. The intermediate values of angle of attack 
took a fuzzy form (Fig. 5). Using the dynamic programming principle, the trajectory was divided 
into permanent segments, determining the signals values for each segment of the x-axis. 

After determining the normal acceleration at the stage k using the fuzzy inference, on the basis 
of the angle of attack value at the k+1 stage, the values of the pitch angle and the flight path angle 
at k-stage were defined. Using equations (3), (4), (5), (6) in reverse form, e.g. for the flight path 
angle, it would give: 

 )],()([max)( γ1* 1
1

θγ θγµθµγµ
θθ kkk kk

k
k

∧= +∈ +
+

 (24) 

For arbitrary values of flight path angle and pitch angle (as long as the normal acceleration 
value is within the range [ αmin, αmax]), giving the acceleration at time k, we obtain the values of 
these angles at stage k + 1, for which the angle of attack has the same value depending on the used 
control. The angle of attack at the beginning of each stage may have different values. Three 
reference values of angle of attack were used at the beginning of each stage: the maximum 
negative value, zero, the maximum positive value. For each reference acceleration value and for 
each reference value of the angle of attack the transformation matrices for the flight path angle 

),,|( 1 jik kkkk a αγγµγ +  and the pitch angle ),,|( 1 jik kkkk a αθθµθ +  were developed. For these values, 
the flight path angle values could be calculated. 
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The membership function of the flight path angle is: 

 )],,|()([max),( 11* 1
1

γγ jikk
k

jik kkkkkkkk aa αγγµγµαγµ γγγ ++∈
∧=

+
+

(25). (25) 

Accordingly, the membership function of the pitch angle is: 

 )],,|()([max),( 11*θ 1
1

θ jikk
k
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+
+

.  (26) 

The membership function of height is: 
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∧=  (27) 

For a specified control and for any (not necessarily reference) angle of attack at time k, the 
values of the angles can be determined appropriately by using: 
− for the flight path angle: 
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− for the pitch angle: 
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− For height: 
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where: 
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The calculated kγ , kθ  and kΔh (for given 1γ +k , 1θ +k  for which 1α +k  belongs to adopted range of 

angle of attack values) correspond to one of the reference acceleration values. While for 1γ +k , 1θ +k  

for which 1α +k  has a different value, kγ , kθ  and kΔh  are calculated as following: 
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Assuming the angle of attack 1α on the entire trajectory, for a given final conditions, one 
solution could be found ),,( 111 Hθγ . This means that the final conditions could be achieved only 
with the altitude 1H  and with the 11,θγ  angles. Therefore, another solution is also determined, this 
time for the angle of attack 1α− , which gives another solution with the initial conditions defined 
as ),,( 444 Hθγ . Therefore, reaching the final condition could be achieved in the solution area for 
angle of attack 1α  (dark grey area in Fig. 6). With the given initial values of the angles at which 
the object is flying, the solution could be determine using fuzzy inferences (dashed line 1). To 
meet the condition (17), other solutions are generated in the same way for a different angle of 
attack (dotted line 2). Thus, for any height that is between the two heights through another fuzzy 
inference, the normal acceleration could be determined along the whole trajectory. 

 

 
Fig. 6. Possible solutions illustration 

 

4. Simulation Results 
 

The algorithm was test for the following final conditions: [deg]10−=finalγ , [deg]10−=finalθ , 

2600 [m]finalH = . Fig. 7, 8 and 9 present the simulation results for the initial angles θγ ,  at which 
the object starts its trajectory. Two solutions for two angles of attack were determined. For each 
solution, we received an initial altitude. As a result of the next fuzzy inferences, a set of guiding 
signals for the given initial conditions at which the object is flying were calculated. The following 
initial conditions were considered: [deg]5=initialγ , [deg]8=initialθ , initialH =2830 [m] . 

Both solutions generate guidance signals to (normal acceleration) for two different altitudes, 
leading the object to final conditions.  

 

1αα =
 

2αα =
 

111 ,, Hθγ
 222 ,, Hθγ

333 ,, Hθγ

444 ,, Hθγ
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Fig. 7. Flight path angle and pitch angle along the trajectory 
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Fig. 8. The demanded and actual normal acceleration along the trajectory 
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Fig. 9. Flying object trajectory 

 

On the basis of these two solutions, for the altitude given in the initial conditions and using 
fuzzy inference, the solution for the given initial conditions was found. 

5. Conclusions 
 

Analysing the computational complexity of many algorithms that could be used to solve task 
with the given final conditions, the methods proposed in this article have many advantages. 
Particularly, Bellman method based fuzzy approach is not so time consuming as optimal control 
algorithms QRT or Pontriagin method. It also allows the object to flight along the predefined 
trajectory. Currently, further work is conducted on using this algorithm for flying at low altitudes, 
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particularly over configured terrain (over the forests, mountainous terrain, etc.). These algorithms 
are aimed to ensure the maximum safety of the flight by considering only the acceleration values 
that are possible to achieve by the object.  
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